	
3GPP TSG-SA2 Meeting #149-e	S2-2200284
E-Meeting, 14th – 25th February 2022

Source:	Ericsson
Title:	Pseudo-CR on New Key Issue on Mechanisms for Improved Correctness of NWDAF Analytics 
Agenda item:	9.23
Document for:	Approval
Work Item / Release:	FS_eNA_Ph3/ Rel-18
Abstract:


1. Introduction
The agreed eNA_ph3 SID includes the following Objective #1 and Work Task #1.2:
Objective#1: The following key issues deprioritized from R17 
WT#1.2: Study possible mechanisms for improved correctness of NWDAF analytics 
In order to improve the correctness of NWDAF analytics, multiple techniques can be considered. The purpose of these contribution is to add a new Key Issue that describes topics that should be studied in this context.
1.1 Improvements based on the support of multiple ML models.
In the analytics performed by the NWDAF, there is an implicit assumption that one ML model is associated with a given Analytics ID; and vice versa, that each Analytics ID uses a single ML model. At most, there could be one ML model associated to Analytics Filters within a same Analytics ID. This is for example, stated in the definition of the Nnwdaf_MLModelProvision service in TS 23.288, which declares this data to be included in the Nnwdaf_MLModelProvision_Notify request and refers to a tuple of Analytics ID and ML model address.
Inputs required: Set of the tuple (Analytics ID, address (e.g., URL or FQDN) of Model file), Notification Correlation Information.
However, there might be scenarios where an Analytics ID uses several ML models to generate analytics reports. One scenario could be one where, depending on some conditions (date, time of the day, cluster the observations belong to…) different ML models can be selected; in other scenario, the analytics report can be the result of processing within a pipeline made of several chained ML models.
Secondly, the NWDAF containing MTLF is responsible for training ML models. Regardless of how it decides to retrain a ML model or models, once a ML model is retrained, it needs the means to notify the NWDAF containing AnLF about a specific ML model update or even deprecation.
The KI should study how to support multi-ML model scenarios and the impact on NWDAF containing MTLF and NWDAF containing AnLF.
1.2 Improvements based on the detection of drift in an ML model
In an analytics environment, one cause of inaccurate predictions is due to that drift has occurred in an ML model. Model drift refers to the degradation of a model’s prediction power due to changes in the (network) environment, and thus the relationships between variables internal to the model. Due to this drift, the ML model predictions become erroneous with time. Thus, it is necessary to retrain the ML model to keep the accuracy of future predictions (how frequently drift occurs depends on the type of Analytics ID and/or ML model).
TR 23.700-81 should study mechanism to define and detect that drift in an ML model has happened and whether retraining of the ML model should be triggered.
2. Reason for Change
There seems to be beneficial to study, within the context of WT#1.2:
1.	Mechanisms for NWDAF to improve the correctness of NWDAF analytics by using more than one ML model.
2.	Mechanisms for NWDAF to detect that drift of the ML model has happened and whether retraining of the ML model should be triggered.
3. Proposal
It is proposed to agree the following changes to 3GPP TR 23.700-81.

* * * First change * * * *
5	Key Issues
5.X	Key Issue #X: Study on Mechanisms for Improved Correctness of NWDAF Analytics
[bookmark: _Toc462658743]5.x.1	General Description
This Key Issue studies mechanisms for improving the correctness of NWDAF analytics.
In order to improve the correctness of NWDAF analytics, the following aspects are to be considered:
-	Study whether predictions can be improved by enabling the NWDAF containing AnLF for the reception, selection, or usage of multiple ML models received from an NWDAF containing MTLF.
-	Study mechanisms to detect that drift of an ML model has happened and whether retraining of the ML model should be triggered.

